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Abstract  

This paper presents the development of motion features for accurately extracting the distal segments of 

human limbs in visual data for human action recognition. Using the depth map provided by the Kinect 

sensor, motion features are extracted to classify human actions in videos. The motion features are the 

motion of the 3D joint positions of the human body. These 3D joint positions are used to provide precise 

endpoints of the distal segments of each limb which are reduced to centroids for efficient recognition. Each 

limb centroid is described by its angle with respect to the vertical body axis to create an action descriptor 

vector. The action descriptor which represents the position of the torso and four limb segments is detected 

and tracked without any manual initialization. It is also invariant to image resolution and video frame 

rates, making it suitable for a wide range of human tracking applications in real time surveillance. To 

evaluate our approach, a public dataset was used for human action recognition. The results of our 

experiments show a good direction in incorporating motion features using SVM technique for automated 

recognition of human actions. 
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1. Introduction 
 

Human action recognition has remained an interesting and challenging topic in the area of 

computer vision and pattern recognition. The topic has been motivated by many applications such 

as automated visual surveillance, human-robot interaction, video retrieval, and motion-based 

human identification. The surveys by Gavrila [23], Aggarwal et al. [24], Poppe [21],  and by 

Moeslund et al.[22] provide a broad review of over two hundred articles published on recognizing 

and analyzing human actions in videos, including human motion tracking, capture, segmentation, 

classification and recognition. 

According to Moeslund et al. [22, 34], human movement can be divided into three 

categories: limb action, whole-body action, and activity. The limb action is a movement that can 

be described at the limb level. The whole-body action consists of a set of limb actions that can be 

described at the whole-body movement for a short period. Finally, activity contains a number of 
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subsequent whole-body actions in a cycle which gives an interpretation of the movement that is 

being performed in this cycle. For example, “right leg forward” is a limb action, whereas walking 

is the whole-body action because it consists of a set of limb actions. Fighting is an activity that 

contains a number of subsequent actions such as standing, jumping, running, etc. In this paper this 

classification were adopted in recognizing limb actions and the whole-body actions such as 

walking, running, etc. 

Challenges in human action recognition 

Recently, significant amount of research has been done in the field of automated visual 

surveillance systems [13].The main purpose of these researches is to describe the human action in 

order to detect unusual behavior. In human action recognition, the common approach is to extract 

motion and shape features from the video and to classify performed actions by subjects. The 

classification algorithm that can deal with a variety of actions is usually learned from training 

data. However, human action recognition is still one of the challenges in the field of computer 

vision due to variations in several factors such as performance, environment and view angles 

variations. In addition, segmentation problems in different environments cause action recognition 

algorithms fail to recognize the correct actions because it relies on segmenting body parts. In the 

next paragraph, the challenges that influence the action representations are discussed. For further 

detail we refer our readers to [22, 34]. 

Performance variations 

There are variations in performing most actions amongst most people. Each person performs an 

action in his way and in different rate compared with other individuals. For example, running 

movements can differ in stride length and rate between individuals. However, a robust human 

action recognition approach should be able to generalize performance variations among one action 

and capable of distinguishing between actions among different individuals. Additionally, 

recognizing a large number of actions is more challenging because the similarity between the 

actions is been increased. 

 

 
                 Waving Action                                                 Throwing Action 

Figure 1. Each person performs an action in his own style. 

 

Environment variations 

The most important source of variation is the environment variation where the action performance 

takes place. It is very challenging to detect the location of the person in cluttered or dynamic 
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environments. Moreover, lighting conditions or illumination of the environment can further 

influence the appearance of the moving person. Therefore, with a static environment, it is less 

challenging to represent the type of motion of the foreground object. 

View-angle variations 

Observing the same action from different view angles can lead to different image observations 

and thus to a different perceived action. Multiple cameras can alleviate this issue and the 

occlusion issue by combining all the observations from different views into a consistent scene at 

the same time. Because of the synchronization the challenge here becomes harder by using 

multiple cameras in the same time to capture the action. Moreover, moving the cameras increase 

the complexity of localizing the moving object in the scene, especially when the backgrounds are 

dynamic. In human action recognition, all these challenges should be addressed explicitly or fixed 

before the action take place. 

Rate variations 

An important effect on temporal variations is the rate of performance, especially when motion 

features are utilized to extract the action. Because of the rate variations for an action it will be 

more challenging to know the beginning and the ending of the action. Therefore, a robust human 

action recognition approach should be invariant to different rates of execution and be able to 

generalize rate variations among different individuals. 

Considering the above challenges and issues for human action recognition, an image 

representation should generalize the variations in localizing the person in the scene, background, 

view angle, rate, appearance of person, and the action performance [21]. At the same time, the 

representations of the image should be sufficiently rich with the information as features to 

increase the accuracy of the action classification algorithm. In addition, the image representation 

is used to represent the temporal dimension for each frame in order to be utilized in the 

classification algorithm [22].  

A3D skeleton model that aims to address certain parts of these challenges is presented. 

The approach presented in this paper addresses these issues by extracting features that are less 

sensitive to the aforementioned variations from skeleton model and employing a Support Vector 

Machine (SVM) to classify the action based on the training data. Also, the 3D skeleton model 

presented in this paper is capable of representing the simultaneous changes in the human limbs 

and motion in a unified manner. The core of the proposed approach is to use features computed 

from spatiotemporal skeleton model as stable features for deciding what actions is performing by 

a person. The proposed action representation is generated in two steps: the creation of a 3D 

skeleton model from the silhouette of depth map, and the extraction of the action descriptor from 

this model in order to classify the action. 

In summary, the contributions of this paper are as follow: accurate limb extraction based 

on a 3D skeleton model, reduction of the 3D skeleton model to the distal limbs only for action 

recognition, evaluation of the approach with respect to human action classification.  

The remainder of this paper is organized as follows. Related work is reviewed in the next Section. 

Human skeleton model creation, feature vector extraction and the action classification is 
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illustrated in Section 3. An experimental result for a public dataset is presented in Section 4. 

Finally, Section 5 concludes the paper. 

 

 

2. Related Works 
 
According to the surveys by Poppe [21] and Moeslund et al. [22],the recent work on action 

recognition can be broadly classified into two types of approaches: global approaches and local 

approaches. Global approaches proceeds in a top-down fashion: First, the whole body of person is 

localized in the region of interest (ROI) which is usually obtained through tracking or background 

subtraction. Then, the ROI is encoded in order to create the image descriptor. In other words, 

global approaches use global features such as optical flow, silhouettes or edge maps to represent 

the motion in the whole frame. All these features are sensitive to partial occlusions, noise and 

view angle variations because they focus in the motion in the whole frame. To overcome these 

issues, multiple images over time can be utilized to form a three-dimensional space–time volume 

or grid-based approaches can be used to divide the observation into cells spatially [19]. In other 

hand, local approaches are used to describe the observation as a collection of independent patches. 

Local approaches are obtained in a bottom-up fashion: First, spatial-temporal interest points are 

detected. Then, local patches are calculated around these interest points. Finally, the local patches 

are combined into a final image representation. Local approaches are less sensitive to noise and 

partial occlusion compared with global approaches because they focus only on relevant interest 

points and correlation between them [22,33,34].  

In global approaches, there are two general categories for human action recognition. The 

first category is based upon the motion and the shape of the whole body. An example of this 

approach is the work of Wang et al. [18]. They build a model composed of fourteen segments 

each of them presented by a truncated cone. The purpose of this model is to detect local variations 

in shape and motion in order to recognize the action. Another example can be found in the work 

of Feng and Abdel-Mottaleb [7, 8]. In their work they combined both shape and motion features 

of the silhouette and used them in creating a set of Hidden Markov Models to identify the action. 

By matching these features using voting algorithm their system was capable to discriminate the 

action among different view angles. Tran et al. in [27] presented an optical flow as motion 

features and shape based approach that uses separate histograms of the optical flow as well as the 

silhouette of the person as a motion descriptor. An advantage of using this approach which is 

based on the motion and the shape of the whole body is to detect local variations in shape and 

motion in order to recognize the activities. However, an accurate segmentation which is not a 

trivial task and labeling of human body parts are necessary to recognize the correct activities 

especially for surveillance cameras. 

The second category looks at the changes in the shape of the whole body and tries to 

recognize actions based on its dominant motion in the limbs. For instance, the approach pursued 

by Chen et al. [14] falls in this category; they proposed a star skeleton representation to recognize 

human motion. The center of mass of a human silhouette is extracted to represent the body as a 
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single star. Then, extreme points corresponding to extreme contour points are detected as local 

peaks. In order to accurately detect extreme points for human body, Yu and Aggarwal [28] 

proposed a two-star skeleton representation by adding the highest contour point as the second star. 

Two sets of local peaks are estimated to find more precise extreme points. This work was 

modified later to variable star skeleton by Yu and Aggarwal [28]. The variable star skeleton was 

proposed to improve the accuracy of finding extreme points. They first constructed a medial axis 

from the human body contour. Then, they treated all junction points of the medial axis as stars. 

For each star, they generated a set of extreme points; each extreme point was processed according 

to its robustness, visibility, and proximity to its neighbors. Another example is the work of Chun 

et al. [29]. They proposed 3D star skeleton based on 3D information of the human posture through 

using eight projection maps. Although star skeleton is simple and fast for computation, its 

accuracy for detecting limbs needs further improvement. It cannot discriminate between the limbs 

and the other parts of the body compared with our approach. 

In contrast to the global approaches, the local approaches describe the observation as a 

collection of local descriptors or patches. These patches which correspond to interesting motions 

are sampled at space–time interest points where the local neighborhood has a significant variation 

in both spatial and temporal domain. The idea of this approach is to collect the interest points as 

spatiotemporal features that are distinctive and descriptive. Therefore, the interest points detection 

algorithm play an important role in local approaches to classify the action. 

One example of this category is the work done by Wu et al. [32] developed a new image 

representation called SIFT Motion Estimation (SIFT-ME). SIFT-ME is derived from SIFT 

correspondences in a sequence of video frames and adds tracking information to describe human 

body motion in both spatial and temporal domain. They utilized SIFT parameters for translation 

and rotation to describe 2D human body motion with SIFT-ME as spatial-temporal interest points. 

Another related work SIFT-based approach to recognize human action is known as MoSIFT by 

Chen et al. [29]. In this work, they proposed MoSIFT algorithm to detect and describe spatial-

temporal interest points. The MoSIFT algorithm detects spatially distinctive interest points 

through local appearance to describe human body motion in both spatial and temporal domain.  

In this paper, the focus is the global approaches in identifying actions performed by persons in a 

short period of time by describing the motion of the limbs and tries to recognize actions based on 

its dominant motion in the limbs. We believe a good approach to representing body limbs is the 

human 3D skeleton model, which consists of line segments linked by joints. In this case, the 

motion of joints provides the key to motion estimation and action recognition of the whole body. 

In our work, this concept is achieved in a novel way by detecting distal limb segments from 

silhouette of depth map to accurately fit a human 3D skeleton model. With this model, we 

generalize variations among different people performing the same action. 

Proposed Approach 

Using the silhouette or the human contour to represent a human posture is inefficient since all the 

pixels in the silhouette and contours are similar to each other. On the other hand, simple 

information from the silhouette like center, height and width of blob cannot represent a human 

posture and it is difficult to discriminate human posture from each other. Consequently, 3D 
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human skeleton model seems to be a good way to represent the whole structure of a human 

posture. Also, it can be utilized to extract small variations in human postures to describe human 

action.  In the following we describe our approach for extracting the 3D skeleton model from 

depth map sequences followed by human action classification based on six-element action 

descriptor as shown in Figure 2. 

 

 

3D Human Skeleton Model Creation 

Recently, the developed commodity depth sensors such as Kinect [6] have opened up new 

possibilities of dealing with 3D data. This type of sensor has given the computer vision 

community the opportunity to acquire RGB-D images at a good frame rate (30 fps) with a good 

resolution. As we can see in Figure 3, the depth map provides additional information as 3D data 

which is expected to be helpful in distinguishing poses of silhouettes. Furthermore, compared with 

RGB images, the depth map increases the amount of information that can help to detect the 3D 

joint positions. 

 

 
Figure 3. The depth map provides additional information as 3D data 

 

In fact, the 3D joint positions of the distal limb segments (four limbs) provided by Kinect 

sensor, as illustrated in Figure 3, are utilized to create the 3D human skeleton model. Once 

the 3D joint positions are successfully extracted from the depth map, these 3D joint positions 

were used to produce the 3D skeleton model. Therefore, a simple way to represent 3D human 

skeleton model in the frame is to use its 3D joint positions by utilizing the line fitting 

3D joint  

Positions  

Distal limbs 

Extraction  

3D Human Skeleton 

Model Creation 

Features 

Extraction 

Training  

Data 

Action 

Descriptor 

SVM 

Classification 

Action  

Classification 

Action Data 

Extraction 

Depth map  

Sequence 

Figure 2. The process of recognizing human actions developed in this paper. 
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algorithm. The 3D skeleton model used here to represent the human consists of Seventeen 

segments and eighteen joints as shown in Figure 4. 

 

 
Figure 4. The 3D joint positions of the distal limb segments (four limbs). 

 

The 3D skeleton model is employed to extract the motion features of the human limbs. In fact, the 

3D joint positions of the distal limb segments (four limbs) provided by Kinect sensor, as 

illustrated in Figure 4, are utilized to extract the motion features which represent the orientation 

and the translation distance of the distal limb segments. Our key observation is that the change in 

positions of the distal limb segments provides sufficient information to represent the human body 

movement as discriminative features to classify the human actions. 

Action Data Extraction 

Once the 3D human skeleton model is created, the centroid angle of the distal segment on the limb 

can be detected as a feature to identify the orientation of the limb segment. In order to determine 

the centroid angle with high accuracy, the angles of the endpoints of the distal segment with 

respect to the vertical body axis are averaged for each segment. 

 

 
                                          (1)                 (2)            (3)                  (4) 
Figure 5. The 3D joint positions and it is skeleton mode with the distal limb segments (four limbs). 

Since all angle measurements are relative to the vertical body axis in one frame it is necessary to 

add other information about the motion of the human as function of time to the classifier to 

discriminate between two actions such as picking up and jumping. Therefore, translation distance, 

which gives the difference in position between two consecutive frames, is added to the descriptor 

vector to increase the classification accuracy. Consequently, the resulting features extracted from 
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each frame can be the angles of displacement from the vertical body axis and the translation 

distance of the position of the hip [15, 33, and 34]. This yields a descriptor vector with precise 

orientation data and translation data of the human body for each frame. 

 

 
Figure 6. The 3D human skeleton model with the distal limb segments (four limbs) for some actions. 

 

In our approach, the 3D joint positions of the distal limb segments are used to characterize the 

motion features. Thus, each distal limb segment {Lk} is described by its end points as 3D vector 

with respect to the body center (hip) in order to create the3D unit vector which represents the 

orientation of the distal limb segment. The orientation of the 3D vector is defined by a unit vector 

{𝑈𝑎𝑏
⃗⃗⃗⃗⃗⃗  ⃗} for frame {Ft}. Therefore, the length of distal segments 𝐿𝑘 in frame 𝐹𝑡 is|𝑉𝑎𝑏| =

√(𝑥𝑏 − 𝑥𝑎)2 + (𝑦𝑏 − 𝑦𝑎)2 + (𝑧𝑏 − 𝑧𝑎)2 

Since all the measurements are relative to the center of the body in one frame, it is 

necessary to add another information about the motion of the human limbs between the current 

frame 𝐹𝑡 and the initial frame 𝐹𝑡0 , which represents to the neutral human pose. Thus, the 

translation, which gives the difference in position for the distal limb segments between two 

frames, is computed in order to create a 3D Spatio-temporal feature, and to make the classifier 

discriminates between the actions that have similar orientation but different positions. Practically, 

each human subject has four distal limb segments which are tracked by the skeleton tracker; each 

distal limb 𝐿𝑘  is represented by 3D unit vector and translation vector in each frame. 

In order to represent the motion features that include {t} number of frames, our motion features 

for all the frames are concatenated together to build a spatio-temporal features vector for motion 

features. This yields to a 3-D spatio-temporal feature with precis orientation and translation data 

for each human limb in all the frames. Thu, these motion features define the movement of distal 

limbs in the video. In addition, all the vectors which represent the 3D distal limb segments were 

normalized to reduce intra-class variations among subjects and to be invariant to the body size. 

Action classification 

In machine learning, support vector machines  (SVM), are supervised learning models 

with associated learning algorithms that analyze data used for classification. Given a set of 

training examples, each marked as belonging to one or the other of two categories, an SVM 

training algorithm builds a model that assigns new examples to one category. An SVM model is a 

representation of the examples as points in space, mapped so that the examples of the separate 

categories are divided by a clear gap that is as wide as possible. New examples are then mapped 

https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Supervised_learning
https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Statistical_classification
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into that same space and predicted to belong to a category based on which side of the gap they 

fall. 

To perform action classification using the proposed action descriptor, Support Vector 

Machine (SVM) [16, 17, 34] were used. First, we trained several SVMs for different actions using 

Leave-One-Subject-Out (LOSO) method. For all the videos, one subject was removed from the 

training set and the other subjects were utilized to train separate SVMs for separate actions. Then, 

the excluded videos were used to test the accuracy of our approach in classifying the performed 

actions in videos. The test subject was different from the training ones. This process was repeated 

for all the subjects and all the actions in the dataset separately. We tested different kernel 

functions such as linear function and Radial Basis Function (RBF) where RBF kernel showed 

better best results, As result SVM classifiers with RBF kernel were used in our experiments. 

 

3.  Experiments and Results  
 
A challenging public dataset which is known as MSR-Action3D dataset [1] for human action 

recognition was chosen to evaluate our proposed method. Also, two kernel functions were used; 

Gaussian function and polynomial function, each with different parameters are linearly combined 

to classify the action using multiclass-SVM classifier. Within this frame, several experiments 

were conducted using different number of training samples in order to evaluate the performance 

of our proposed method.. 

MSR-Action 3D Dataset 

MSR-Action 3D dataset [1] is an action dataset of depth map sequences captured by a depth 

camera (Kinect sensor) as illustrated in Figure 5. This dataset contains different human actions: 

high arm wave, horizontal arm wave, hammer, hand catch, forward punch, high throw, draw x, 

draw tick, draw circle, hand clap, two hand wave, side boxing, bend, forward kick, side kick, 

jogging, tennis swing, tennis serve, golf swing, pick up and throw. It includes twenty actions 

performed by ten subjects. Each action was performed 2 or 3 times by each subject. The size of 

the depth map is  320 × 240. All the subjects were facing the camera during the performance, and 

were given a freedom to perform the actions at their own place in front of thecamera. 

Furthermore, most of the actions involve the movement of limbs (i.e. arm, leg) in one place, 

which makes most of the actions highly similar to each other.  

 
Figure 7. A few sample frames of MSR Action 3-D dataset; the activities from left to right:  

horizontal arm wave, hammer, high throw, draw circle, throw, hand catch, jogging, tennis 
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swing and bend actions.  

In our experiment, the end points of distal limb segment were used to calculate the 

orientation as a unit vector representing the distal limb segment and the translation distance with 

respect to the initial frame as explained in Section 3. Since this dataset has a number of samples 

for training, Leave-One-Subject-Out (LOSO) test and cross subject test were applied in our 

experiments to verify the performance of our method. In the LOSO test, one subject is removed 

from the training set and the other subjects were utilized to train the multiclass-SVM classifier. 

The excluded subject is used to test the accuracy of our method in classifying the performed 

activities. The test subject was different from the training ones. This process was repeated for all 

the subjects (10 subjects), and the results of classifying actions are averaged among ten subjects.  

The average recognition rate for LOSO test is 88.1%, for all activities together. From the 

confusion matrix in Figure 8, we observe that the classification errors occur if there are similarity 

among the actions, such as ”forward punch” and ”hand catch” or if the occlusion occur among 

human limbs which makes the skeleton tracker fails as in tennis swing action. Therefore, since the 

skeleton tracker sometimes fails and because of the high rate of similarity among the actions, we 

considered the recognition rate 88.1%, for twenty actions together is a good performance and 

comparable with other methods [1, 3]. Also, by considering the difficulties of the dataset and the 

noisy of 3D joint positions, we considered the result is reasonably and comparable with the state 

of art methods.  

 

 
Figure 8.The results in a form of Confusion matrix using the orientation of distal limb segments as 

motion features with single kernel function (average recognition rate: 88.1%). 

 

4. Conclusions and Future Work 

 

This paper presents the development of a novel skeleton model for accurately extracting the distal 

segments of limbs of human in visual data for robust human action recognition. After the 3D 

human skeleton model creation, a six-element feature descriptor was extracted from the model in 

every video frame. The features describe a 3D spatio-temporal representation of 3D human joint 

positions (i.e. motion features using the end points of the distal limb segments extracted from a 
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3D human skeleton model. These features were trained and classified SVM classifier. Our system 

is able to recognize twenty different actions with an average recognition rate of 88.1%. 

Clearly, there are some restrictions of the proposed approach for human action 

recognition. One limitation is the extraction of human silhouette. To build a robust system, a 

strong approach for extracting accurate human silhouette independent of environment needs to be 

developed. Another limitation is the viewing direction of the camera which is fixed in this work. 

In reality the camera view angle is not fixed and varies depending on the location of the person 

with respect to the camera. In the future, we plan to work on these limitations and develop a 

system that can track human body from different camera angles independent of environments.  
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